4aSC9. Finding perceptual categories in multidimensional acoustic spaces. Test with Human Listeners: /p/ vs. /b/ (cont.)

Test with Human Listeners: /p/ vs. /b/ (cont.)
].. Present a general multidimenSional SearCh algo- Eric Oglesbee & Kenneth de ]Ong Mﬂthﬂds (Cont,) Results (Cont,) Derived Point Goodness: All Subjects Pooled
rithm B. Search Algorithm C. Algorithm tracking perform- 1
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e The same general algorithm described earlier

9 Test alporithm for biases | e 3 iterations : 4 initial points & Thelsuclc.ess of thg algorit.hm 11} % 06 2 neease
AMBEL Test for Biases: Computer Simulations e Following data collection, implementation error discovered HYSETIIG [IGIRIGLS kY replils O 2 04 o Same
g gy better exemplars can be estimated | 2 .
g : : e [ixamined algorithm destination point probabilities. ® Leltwar 1as 1n the space by comparing the goodness ratings g~
. . . . : o [ ]
3. Test algorithm with human listeners e AMBEL operates using six basic principles (see Fig. 1 for sample opera- e Random goodness judgments fed into algorithm. e Liffect of bias shown in red in figures below trom the right endpoint of the D Change Type (Increase, Decrease, or Same)
tion): Ty N ———— C. Interface search vector and t.he middle point ‘ —
B ackground 1. Search vectors restricted to one dimension. (1) Dimension size @ stiriulus variable steps) e A GUI containing the following: Ei :?:e:%)citg dllr)nensmn s search vec- ' -
Why are multidimensional search methods needed? 2. Goodness judgments from 3 points on a search vector steer the search (2) Initial starting point (which point algorithm started from) ® Shderbar for eliciting goodness judgments If the algorithm is f lon) ly, th ) fth |
, , , _ (3) Number of iterations (# times thru search process) e Text prompt for target phoneme ¢ lfthe algorithm 1s tunctioning properly, the goodness rating ot the derived
o E\Tdelnce from both producl‘jmn and perciptlon of labial stops suggest that 3. Slider bar used to get goodness judgments not reset between stimulus T T T ——— —_— I3 [Asbavess stimulus should be greater than the one that preceded 1it.
multiple acoustic cues may be important for categorization. - . - -
p d e . presentations. for testing. e Five native speakers of English participated in the experiment. * Overall, the algorithm appeared to be work properly (see Fig. 5).

e Caramazza, Yeni-Komshian, Zurif, & Carbone, 1973
4. Only 67% of a dimension is searched at a time. DIM SIZE = 5 DIM SIZE =17 Results

A. Generality

e Lisker & Abramson, 1964
A. Destination Points

e Traditional low-dimensional methods are inadequate for exploring high- 5. All dimensions are probed betore a dimension is probed again. o — _ _ _ Th . . h h hod ic that | 11
dimensional Sp aces robability Dis r![nLi‘tiI;npOi;;‘:; iple Iterations: robability Dis r;:nli‘til;npgir:?:; iple Iterations: ® EffeCt Of dlmenS].on Slze FO Probability Distribution DnseILRan‘llp.F.'nI}I;abri:.ityEgsFritb}utiﬂn Dnse{tHR_aImIpﬁrq:;l:spab:::i.tynlzi'st.rib}uﬂﬂn ® e prlmary ConStralnt On t e Searc met Od ].S t at ].t mUSt be pOSS].b e to
ow Initial Sta Ing Foin 1Ign nitial Sta Ing oint " " M x " "
6. Multiple iterations of the search process are used to achieve conver- | shows up in boundary ef- gg;g\ | o . elicit gradient goodness judgments from the stimuli.
. . i " s e S | e E N4 o " ——Target P % 0.6 A E 0.8 R . . . . . . . .
e Forced identification gence. g | . : £ fects. 0 B NE ——Taes | | £ 09 //\\\ e ||| & os //\ —==°| e In principle, multi-modal searches are possible (i.e. visual, acoustic, tactile,
. . . = | | = | oo | 2 oo [ | o || g 0s A [T
e 2-D Method of Ad]ustment (MOA) (Johnson, Flemmmg & erght, e \ """""" pected | @ EI'ldelI'ltS have Shghtly § o \\\\\\\ R e \/\ -\\ ol Paint| | § 02 _//'\/’fi; \\E\\; H niial Point etc. )
1993) R Th s w s m depressed probabilities I AR HY oM i WeRT B A B T B. Limitations
Stimulus # stimulus # Stimulus Number i fiumbar e A
Tverson & Evans (2003) - Probabity Distributon Thr iliple Tierations Probabilty Distributon Thra Muiple eration: . MOS'F notllcea.ble when di- Formart Tranaton Probablity istutor A~ ey oo . Th1s method will not produce hlgh-resolutlon pictures of phon.etlc categori-
# = Initial Point mension size 1s small. i A o niielStaring Femd iahinfiel tartng Feind zation; rather, the primary function of the algorithm is to provide a first ap-
‘ ‘ ) . . . . . : dions e serati ons 2 07 S g 05 g ] . . . : . . . .
e Proposed method for finding best exemplars in a five-dimensional acoustic " ® = Denved "Best" Pomnt IS s - S T— sl o = | & et of fi¥ial point is S i ~et ] | £ e o= : proximation of the important factors involved in stimulus categorization.
oL N, ) One Iteration 7 Nz || aemSdA | = | gubstantial if number of it B ——IN ) | 502 O i emcey |
. ¥ . ‘2 ] I pected =t e A _____________ pected £ E D.EI 1 L} E ) Initial Point E 9 ®
® Used gOOdneSS JUdgmentS dlreCt movement through the Stlmlﬂus Space. I ,.—"“—.I (l) Find Sem}l WCtor for Dl 0.00 . . . . . | 0.00 4+— . . — | erations iS Small 1 é 2 : ,;,E_ i uE_ ) e i e i ConCluSIOnS
| g ‘ i . oo or 8 s " P 20 - Stimulus Number 1234567891011121314151617 1224 5878091011121214151817
e “best exemplars can be found within the set of 100,700 possible vowels at- " . with respect to initial point. e More iterations flatten — e Stiias N 1, ANEET, is i webwdnles seneeal cnonsh o e annlisd to sme stism-
. 4 - Probability Distribution Thru Multiple Iterations: Probability Distribution Thru Multiple Iterations:
ter playing subjects only 35 trials per vowel category” : : e titial Point = 4 Initil Point = 13 3 - N : : : 1) i : _
p y g '] y p g y y & (I)Pla}'nuddle pomt; elicat . | pTObablllty quCtlon' ?D:‘q R Figure 3: Search destination points. Each panel represents the distribution of final destination points for each ll{S Space (l.e. dlme.nSlonS need ]il()t be S()lely acouStlc) JEx WhICh gra
e Rapid convergence achieved by using special relationships between di- goodness judgment. A S | I Sowa Tl vl &) i [\ ——Towr | dimension and inial poini combination. Fo each dimension, resulis were collapsed across all other imensins in - jent goodness ratings are possible.
« 8 . : ; - s = e Small ripple always pre J . . igth alt .
; = T /__’_'_/\ E o, S | Random ff‘}aﬂfe}- LOT} t?;f;d vm;;if mf;?p;ﬂgéuzrﬁful?yd-?mstsec;{orz301; tand F;Qh If?;ais va}l;i% sz;d thnseque;}fy fgch fff;m?ﬂ-
menS]_OnS_ - ) 2 = ? ' E ' § . P i E .1 = Initial Foint sion has two figures. ere ashed {ine indicates the long-term pias effects o e algonthm used for the experi- z < < .
4 g ? 3) * 2) ) ml;lf“*,ﬂ endpoint; elicit . L =~ o B N sent. TRy ment 2. Minimal inherent biases were found.
* Not generalizable D2 8 ce oo s e e e (O odnemiuioment — ot ——— e Flattening is quicker RERRESRESEELE
o : . . ' ' e - , 3. AMBEL generates multiple data types that can be used to refine
; * (4) Play right endpoint; elicit with middle initial point. B. Search Vector Response Tendencies A sen P YP :
‘ (5) goodness judgment. Fieuce 2 Search dostination points using sandom goodncss judgments. | | | | | lower dimensional searches as well as evaluate the tracking effec-
. * e Design of the algorithm allowed for direct comparison of goodness judg- tiveness of the algorithm.
Research Quetlons 3 * (ﬁiulzms szoinestf judgments, ments elicited from search vector endpoints.
erived “hes .pomt' » « i ' ; . ; ' ; 4 AMBEL d . ' ' . 9
; ; appeared to successfully identify important acoustic di-
1. How can the Iverson and Evans (2003) search algorithm be made . ¢ , Test with Human Listeners: /p/ vs. /b/ o These response tendencies indicate dimensions important for categoriza- ) o ErE-{ by
O Binasi urecess 57 D2 wal - mensions for the categorization of /p/ and /b/ by native speakers of
more general? 1 () Sagestye e e T otlenrd tion. .
1 2 3 & S 6 72 8 8 1011 ¥ 1 point found in (5) as "initial BIM Engllsh_
: .y . _ point". _ ]
2. Does the proposed Algorithm for Multidimensional Best Exem- Stiraulus # A. Stimuli - - - - . ...
- p p g . : Average dlﬁezlence !oe;weentsea?rrch v::c':tbtzr endpoint Average dlffe;ence I?e;weentsea:irrch v:ﬁtﬁr e hdpoint 5. AMBEL Should n0t be seen as a “maglc bullet” fOI' flndlng Cate—
plar Locations (AMBEL) have any inherent biases? D1 e 5-dimensional acoustic space created by varying properties known to affect aoodnessludgments (Target ™1 octnessjudgments (Target ¥ it : : :
P y varying prop W | | gory centers; rather, it is a first approximation tool that should be
the voicing categorization of initial stops (see handout for more info.): T - :
oz augmented by more sensitive low-dimensional search methods.
3. What types of data are generated by the AMBEL? i 2 " [aLet Favored o N ] y

dases

%

o 0.6 T _ .
Figure 1: Example of search procedure. Schemaitic of what the search routine would look like if implemented in a 2-dimensional space. The red- o FO (5 levels) S 0.4 __ __ = zlght Favored O g4 ] m Right Favored R f
filled circle would be the initial point if D1 were searched again. T =S 0O same ' O Same
4. Does the AMBEL work? e Amount of formant transition (4 levels) 0.2 { { =I= 0.2 = B _. T CICIrEnces
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e Size of space: 5*4*11%17*14 = 52,360 stimuli




